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2 INTRODUCTION 

Locating information in the scientific literature has become a time-consuming process; the PubMed 

corpus now includes 23 million articles and is growing at an exponential rate. The field of text mining has 

emerged as a potential solution to this difficulty. Applications include mechanized database curation and 

computer automated scientific hypothesis generation. In this article, we aim to provide an approachable 

overview of biomedical text mining as well as summarize recent advances in relevant state of the art 

techniques.  
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3 LITERATURE REVIEW 

3.1 INTRODUCTION 
Locating information in the scientific literature has become a time-consuming process; the PubMed corpus 

now includes 23 million articles and is growing at an exponential rate. The field of text mining has emerged 

as a potential solution to this difficulty. Applications include mechanized database curation and computer 

automated scientific hypothesis generation. In this article, we aim to provide an approachable overview of 

biomedical text mining as well as summarize recent advances in relevant state of the art techniques. 

Biomedical text mining (BioNLP) is a diverse area of research which despite its utility has remained 

enigmatic to much of the scientific community. Its roots lie between the disparate domains of artificial 

intelligence and biology, but modern approaches have borrowed methods from the related but distinct fields 

of data mining, biomedical informatics, computational linguistics, and machine learning. The conventional 

definition of text mining references it as the process of extracting structured information from text in order 

to present it in a more structured and easily accessible format [1]. In BioNLP, this most often this involves 

the use of statistical or pattern based computational approaches to identify and then extract information 

from a corpus of free text such as PubMed. 

Text mining has become a recent focus in the biomedical domain because the scientific literature has 

become overwhelmingly large. Important information has thus become locked up in free text and remains 

inaccessible to researchers due to the impracticality of manually parsing such immense quantities of data. 

By using computational power to automatically connect relevant data points across publications, 

information that has been lost within large collections of text can be accessed by a researcher with relative 

ease. 

3.2 BACKGROUND 
In this section, we provide a brief overview of the core tasks in BioNLP workflow and describe the 

microevolution of relevant research directionality within past decade. In the proceeding sections we will 

highlight individual applications and algorithmic approaches. 

3.2.1 Tasks in Biomedical Text Mining  

Information retrieval (IR) is the process of locating a subset of documents which are relevant to a specific 

query from a larger set of documents. IR techniques are those used by search engines such as google scholar 

and PubMed search to select and display relevant documents. The process of information retrieval is also 



6 

 

loosely referred to as document retrieval, document classification, and text classification. The biomedical 

community is interested in IR because reducing the number of documents returned by search decreases the 

time it takes to obtain information of interest from a large scientific corpus.  

Information extraction (IE) is the process of extracting structured information from unstructured text. This 

method is often preceded by IR in many BioNLP systems in order to reduce overall computation time. 

Many systems described by in recent literature utilize the ‘plug-and-play’ adaptability of existing IR and 

IE tools in order to design domain specific systems in a shorter period of time. This adaptability is referred 

to as modularity and is discussed in detail in future sections.  

Named Entity Recognition (NER) in the biomedical domain is the problem of identifying important 

biological entities in free text such as genes, proteins, diseases, or drugs and is an important step in the text 

mining work flow. The accuracy of IE and IR are dependent upon correct identification of the entities in 

question during this critical step.  

3.2.2 Evaluation Tasks, Workshops 

Investigational research during nascent stages of biomedical text mining prompted highly variable 

approaches which emulated the fields sophisticated rooting. Two main problems arose during this time 

period: (1.) Public datasets were sparsely available as there was not yet a call for the systematic comparison 

of systems, and (2.) black box systems became pervasive throughout the literature. In light of these 

problems, various benchmarking competitions and shared tasks have emerged as a means to standardize 

performance assessment and guide research paths. The results of these workshops have been beneficial to 

the field by directly addressing its most prominent shortcomings including (1.) establishing gold standards 

for system comparison by creating and providing standardized evaluation data sets, (2.) systematically 

comparing systems to identify the most effective approaches, and (3.) better enabling the community to 

work together toward a common goal [2]. This has enabled a better understanding of the feasible 

applications of BioNLP systems as well as gain publicity and direct future research.  Evaluation tasks of 

interest include the BioNLP Shared Tasks [3], KDD Cup [4], the DDI extraction challenge [5], the CALBC 

project [6], TREC [7], and BioCreAtIve [8]. 

The first large competition of this kind, the Knowledge Discovery and Data Mining Challenge Cup (KDD) 

task on biomed document and gene role classification, was held in 2002. The task was to determine whether 

current text mining techniques were sufficiently mature to assist database curation through the prioritization 

of full text articles [4]. The Text Retrieval Conference (TREC) genomics track was later organized in 2003 

and was held annually for the five proceeding years. The 29 participatory groups in 2003 built and compared 
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information retrieval and question answering systems relevant to the field of genomics, effectively 

expanding the field beyond the historical confines of document classification [7].  

Two main challenges have proven to be recurrently prolific: The BioCreAtIvE (Critical Assessment of 

Information Extraction in Biology) challenge and the BioNLP shared tasks. The BioCreAtIvE challenge 

began in 2004 and focused on two biologically relevant IE tasks: entity normalization through the 

identification of gene and protein names in free text and functional annotation of free text through the 

extraction of passages that supported Gene Ontology annotations [8]. BioCreAtIvE II was held in 2006 and 

consisted of three tracks [9]. The first and second tracks were gene mention tagging (GM) and gene 

normalization (GN) and were essentially identical to the two tasks of the previous BioCreAtIvE except that 

the more recent tasks focused on extraction from full text articles rather than only abstracts [10]. The third 

task marked the introduction of the currently most relevant and important task: protein interaction detection 

[9]. Protein interaction detection became especially important to the field of biology following the wide-

spread use of high throughput experimental technologies including yeast two-hybrid screening and affinity 

purification coupled with mass spectroscopy. While these methods are effective at discerning large numbers 

of protein-protein interactions in a single study, they present multiple problems to the scientific community. 

Firstly, the accuracy that these methods detect interactions is unknown. Secondly, the sheer number of 

interactions that are uncovered makes it difficult if not impossible to manually map and understand 

interaction networks and sub-networks. BioCreAtIvE III was held in 2010 and consisted of a gene 

normalization task (GN), an article classification task (ACT), a PPI interaction method task (IMT), and the 

newly introduced “interactive task” (IAT). While the GN, ACT, and IMT tasks build upon existing systems 

and methods, the IAT task was novel in its proposal and marked the beginning of a paradigm shift in text 

mining ideology. The goal of the IAT was to facilitate the development of interactive systems that could 

assist database curation [2]. Biocreative IV was held in 2013 and added an important task to the 

BioCreAtIvE repertoire which focused on employment of a proposed markup format called BioC [11]. This 

newly proposed common interchange format was created to encourage the interoperability, simplicity, and 

broad usage of text mining tools [12]. 

3.2.3 Trends 

The introduction of these biomedical text mining tasks has had a positive impact on directing the focus of 

the field and as a result, approaches to BioNLP system construction have changed significantly over the 

past decade and even over the past few years. Trends in core focal areas of the domain can be observed by 

noting the evolution of BioNLP community events since their inception. While initial benchmarking events 

which were held during the infancy of the field focused on the improvement of the text mining core tasks 

[13], the last few years of research have been largely focused on increasing the diversification of feasible 
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applications and techniques as well as integration with domain-specific resources such as ontologies and 

interaction databases [14]. The push for fully automated extraction as suggested in early research [15], [16] 

has thus been largely replaced by more feasible applications such as semi-automation curation assistance 

[17], [18]. Following the theme of BioNLP ’11 of generalization, there have been numerous recent 

publications which attempt to extend existing systems into varied biomedical domains, effectively 

maximizing external validity [3], [19]. Similar themes of extensibility have emerged in recent research 

demonstrating the large-scale application of existing systems [20][21]. 

The remainder of this review aims to describe BioNLP system applications as well as assess current 

approaches to the core tasks. 

3.2.4 Named Entity Recognition 

Methods which have been developed for biomedical named entity recognition (NER) can be categorized 

into two types: (1) dictionary based, and (2) machine learning based methods. Machine learning based 

methods have demonstrated a ubiquitous performance advantage over both the dictionary based and rule-

based methods [22] and dominate the current literature.  Complications to NER include synonyms (PTEN 

/ MMAC1), ambiguity (BRCA1, italic for gene, non-italic for the protein) , abbreviation (IL-2 / Interleukin 

2), and orthographic variants (IL-2 / IL2) [23].  

3.2.4.1 Machine Learning based methods 

ML models must be trained using manually annotated documents before classifying unknown examples. A 

gold standard corpora is a set of documents that has been manually annotated by experts, while a silver 

standard corpora is a set of documents that contain annotations which have been automatically generated 

by computerized systems. To reduce the workload required to implement ML approaches, many gold 

standard corpora have been made available for biomedical NER entities including genes and proteins [24], 

[25], species [26], [27], disorders [28], [29] , chemicals [30], [31] , and anatomy [32]. The CALBC 

(Collaborative Annotation of a Large Biomedical Corpus) project provided a large-scale silver standard 

corpora by harmonizing five NER systems to create a corpus of one million weakly-annotated abstracts 

[33]. 

BANNER, an open-source biomedical NER system which implements condition random fields, was 

developed in 2008 to serve as a benchmark for the biomedical NER field [34]. It is a combination of various 

advances upon existing NER systems such as ABNER [35] and LingPipe [36] and remains one of the most 

popular NER implementations among biomedical text mining researchers [37]. BANNER was made 

available as an open source, freely extensible NER implementation and has been adapted for many uses 

including intelligent extraction of disease associated genes [38], extracting metabolic reactions [39], as a 
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standardized implementation for community challenges [37], and in conjunction with highly-specialized 

NER systems to minimize the number of false positives [40]. 

3.2.4.2 Dictionary based methods 

Dictionaries consist of regular expressions depicting terms and term synonyms. Such rule-based matching 

of regular expressions performs well when identifying entity types characterized by strongly defined 

orthographic and morphological structure [41] The ALIBABA interactive tool for graphical summarization 

was one of the two earliest systems to utilize a dictionary based approach for mention-level NER and 

normalization for biomedical objects [42], the other is described here [43].  

The majority of NER systems in the biomedical domain identify gene or protein mentions, but many 

BioNLP NER tools have attempted to identify various other biomedical entities. PathNER, a tool for the 

systematic identification of biological pathway mentions is based on soft dictionary matching rules that 

utilize pathway specific keywords [44]. Soft dictionary matching calculates the similarity between two 

strings using a distance metric and is often used in conjunction with normalization approaches to reduce 

orthographic variation [23]. PathNER implements SoftTFIDF, a combination of TF-IDF and Jaro-Winkler 

string distance, as it is often considered one of the best string metrics [45].    

3.2.5 Information Retrieval 

Integrated search systems such as PathText2 aim to assist database curators by narrowing the corpus of 

scientific documents into specific subsets by restricting the set of documents returned to those which are 

likely to be of relevance to a specific task in order to increase productivity during pathway curation [46].  

The specific focus of PathText2 is the link reactions in specific biochemical pathways to supporting 

scientific literature [46]. PathText2 is an integration of  three existing semantic search systems: FACTA+, 

KLEIO, and MEDIE [46]. Rule-based text-mining with keyword matching is another popular approach for 

IR related to extracting disease-associated biological entities such as genes [38]. These algorithms perform 

simple rule-based template matching by taking the bag-of-words approach to estimating article relevance. 

While simple matching approaches are often effective, more sophisticated approaches that involve language 

models attempt to retrieve articles of higher relevance by considering more features of articles. The 

BioCreative III (interaction) article classification task contains examples of state of the art systems used for 

biomedical IR (CITATION NEEDED). The winning system from this task was implemented into PIE the 

search and utilizes word and syntactic features of sentences in a machine learning framework to classify 

interaction patterns [47]. Classification of syntactic features (also known as parsing or syntactic analysis) 

is a computationally heavy approach taken from the field of Natural Language Processing. Specific tools 

which utilize NLP methods are discussed in section 6b.  Semi-automatic interactive support for human 

curation of literature is an area which has greatly benefitted from the use of IR systems. Expert curators 
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must interpret the natural language descriptions contained within the literature and extract annotations from 

large bodies of text such as PubMed for domain specific database support. By increasing the accuracy of 

document retrieval, systems such as PCorral can steer increase the recall and precision of text analysis for 

the curator [48]. Current semi-automated assistance strategies are aimed at becoming adapt at locating terms 

which are used frequently in the literature to describe events of interest. Such systems recognize that full 

automation is not a current possibility and instead highlight passages that may contain evidence of a relevant 

biological event on ontological term [49]. 

Retrieving documents of interest through IR is no longer a priority of the biomedical text mining community 

outside of domain-specific and database-specific applications and it is now considered to be a sufficiently 

accomplished task [50]. Some authors however, maintain that document retrieval is still too often neglected 

in text mining systems [47], and state that increasing IR efficiency can continue to improve literature 

searches, assist database curators, and improve IE systems. IR systems continue to be developed and 

described in the current literature, but the novelty of such systems is most often in the application to a 

specific database or domain rather than significant improvement on core methodology. 

3.2.6 Relation Extraction 

Biomedical text mining has become largely focused on one type of IE called relation extraction (REL).  

Methods in relation extraction typically focus on one of two types of entity relationships: causal or non-

causal. Causal relationships are defined by conclusive supporting evidence that one entity or variable has a 

direct effect on another. The extraction of causal relationships from free text is known as event extraction.  

Studies involved in mining non-causal molecular relations attempt to identify groupings of relations 

between molecular entities in order to enhance integration of relevant database facts [51]. Such non-causal 

relations do not necessarily imply an event such as binding or interaction between the entities in question, 

but instead focus only on correlation.  Non-causal REL is especially helpful for biological network 

prediction and hypothesis generation. Although there is a clear difference between these two types of 

relationships found in the literature, many BioNLP system designers have not identified which definition 

they have implemented.  

There are three main approaches to identifying sentences describing interactions including: (1.) co-

occurrence based methods, (2.) Rule/pattern based methods, and (3.) Machine Learning based methods. 

Rule based methods are by far the most popular approach but complex cases that are not covered by the 

pre-defined rules cannot be extracted using this method. NLP techniques apply full and shallow parsing to 

decompose sentence structure and identify entity relations through utilization of linguistic features in 

sentences. Machine learning techniques attempt to learn from labeled data and then apply refined 
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knowledge to classify unlabeled data. While the majority of biomedical text extraction research has been 

concentrated on the classification and extraction of binary relationships between generalized entities such 

as genes (gene-gene products, GGPs), proteins (protein-protein interactions, PPIs), and drugs (drug-drug 

interactions, DDIs)[39], there has also been attempts to focus on more complex binary event representations 

such as protein-component and subunit-complex [51]. Protein-protein interactions in particular are the 

subject of a multitude of studies which aim to automatically curate literature for databases such as Wiki-Pi 

[52], DIP [53], Mint[54], BioGRID[55], STRING[56], and MIPS[57]. 

State of the art BioNLP REL systems which are currently achieving the best performance consist of a 

combination of the three main methods explained above (REL, IR, IE). In the following sections, we attempt 

to explain the usage and importance of each of these main methods.  

3.2.6.1 Co-occurrence based REL 

Co-occurrence based REL approaches measure the frequency that two entities appear together under a 

specified unit of measure. This method has been applied extensively across the literature and has proven to 

capture important information about relationships between biological entities [58]. An interaction network 

can be constructed from this information to identify associations with a given protein or gene network. 

Global association analysis is the analysis of co-occurrence across a large corpus of text and is similar to 

local association which is the analysis of co-occurrence across a smaller body of text such as a single article 

or multiple text passages [8]. Co-occurrence does not provide sufficient certainty for concrete identification 

of interaction but be combined with rule-based or ML-based methods to achieve performance. While still 

a widely used method, co-occurrence has been shown to achieve lower performance when directly 

compared to many other methods such as TF-IDF [59]. The wide-spread use of co-occurrence may be 

explained by ease of implementation and contribution to baseline information.  

The corpus-wide global association metric has been used in conjunction with document level pair 

association as a method to identify entity relationships which are most likely to be interactions [60]. This 

method has also been adapted for the discovery of hidden or unknown entity connections. CoPub Discovery 

is one such tool and can identify novel associations among genes, drugs, pathways and diseases which are 

highly likely to occur in biological systems [61].  

3.2.6.2 Rule Based REL 

While many researchers choose to rely only on rule based methods, many current systems contain metrics 

which incorporate rule based methods inside of a ML framework. In this section, we will disregard any ML 

framework and only discuss the inlaying rule based methodology.  
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Describing rule-based systems is a much more feasible task than describing the complex mathematical 

models of ML methods and thus literature relevant to rule-based methods is much more straight-forward. 

PathBinder is a tool which identifies interaction-indicating terms (IITs) in MEDLINE sentences and then 

ranks those terms based on the likelihood that they correctly describe an interaction by utilizing tf-idf (term 

frequency-inverse document frequency) [59] and empirically derived information about sentences 

describing interactions [62]. Metrics used to rank sentences include syntactic form, IIT location in the 

sentence, and distance of entities from IITs. The corresponding publication presents an interesting study on 

the likelihood of a sentence describing entity interaction given IIT syntactic form [62].  The PathBinder 

REL algorithm uses probabilistic methods to combine evidence across multiple relevant sentences to assess 

the relative likelihood of interaction between two biological entities [63]. Empirical investigation of 

MEDLINE sentences yielded probabilistic evidence for whether sentences with two biomolecules describe 

an interaction. Empirical analysis included the effects of interaction indicating terms (IITs), biomolecule 

co-occurrence within a phrase, order of important terms, and properties of IITs [63]. 

PPLook is a tool which automatically extracts and visualizes PPIs by utilizing a simple keywords dictionary 

pattern-matching algorithm based off of six keywords which were found to be highly likely to describe an 

interaction: interact, associate, bind, complex, activate, and regulate. Similarly,    is another REL algorithm 

which uses a relation keyword dictionary to identify sentences with key terms. It then identifies candidate 

PPI pairs with an empirically defined set of rules, and then identifies relations by matching syntactic 

features in the sentence against a set of 11 patterns [64]. The seven empirically defined rules to extract 

candidate PPIs concern sequences of words or POS tags to describe the following: order of proteins and 

relation keyword, number of tokens between protein pair, simple sentences, and complex sentences. REL 

has also been applied to deduce implicit events from explicitly expressed events through the use of inference 

rules encoding specific knowledge about the domain [65].   

3.2.6.3 Machine Learning Based REL 

Machine learning based methods formulate relation extraction as a binary classification problem. Machine 

learning approaches that have been applied to relation extraction include Naïve Bayes, kNN, neural 

network, decision tree, SVM, and maximum entropy [66]. Manually text annotated sentences document 

event interaction and serve as training examples for the classification of unknown examples found 

throughout the scientific literature. These approaches can be classified into two categories: feature-based 

methods and kernel-based methods. Feature-based learning methods represent each protein pair as a vector 

whose features are obtained by extracting contextual qualities from sentences that contain two protein 

names [67]. Typical features for feature-based methods have included linguistic information such as bag-

of-words (BOW), POS tags, lemma, and orthographic features such as those which have been described in 
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the rule-based REL section. The heuristic nature in designing systems that use feature-based machine 

learning is unable to fully capture syntactic and semantic information in sentences and thus such systems 

have been largely outperformed by kernel-based methods. The Kernels used for in REL are string kernels 

as discussed in [68]. The major advantage of kernel methods is that they can operate in an exponential 

feature space and do not require explicit representation of features.  

The PreBIND system was one of the earliest to successfully apply machine learning techniques to the 

mining of the biomedical literature by applying SVMs to classify protein-protein interaction sentences [69]. 

Syntactic features of sentences have been integrated into a variety of ML approaches. The comparative 

performance of k-Nearest neighbor, decision tree, neural network, and SVM classifier with a syntactic 

feature set was examined by Liu et al. [67]. The literature often reports differential performance of each of 

these methods, but SVM methods have been the most widely used in the BioNLP domain as they are 

commonly found to achieve the best performance.  

Datasets can often contain thousands of instances and thousands of features. To gain an improved insight 

into such large datasets, feature selection (FS) has been applied to identify meaningful features for the 

construction of better performing classifiers. FS was applied in [70] after extracting patterns including bag-

of-words, trigrams, vertex walks, and event triggers. Ensemble FS builds on ensemble classification by 

using weak feature selectors to build a single feature selector. Weak selectors are created by bootstrapping 

training data and constructing a weighted SVM and individual features are aggregated in a consensus 

ranking using linear aggregation [71]. Bootstrapping, a well-established technique to reduce variance [72], 

can be performed as sampling with replacement to obtain a bootstrap which is the same size as the training 

set. Van Landeghem et al. found a 20% increase in feature stability when using more bootstraps (up to 60). 

3.2.6.4 Integration of Unlabeled Data 

Machine learning approaches rely on sufficient amounts of training data being available to the classifier. 

Although many annotated training sets have been made available for BioNLP ML approaches, these 

datasets are very small in comparison to the entire PubMed corpus. Supervised methods thus tend to suffer 

from data sparseness and often contain high generalization error. There have been a number of recent 

attempts to incorporate unlabeled and semi-labeled biomedical texts into the training phase to enhance the 

performance of supervised learning. One such strategy involves Feature Coupling Generalization (FCG) 

which is a framework that is able to generate new features by estimating relatedness between labeled and 

unlabeled data [73]. While recent state of the art methods commonly focus on incorporation of syntactic 

features and almost universally agree such features improve extraction performance, a recent FCG study 

[74] achieved comparable results by utilizing only local lexical features. The authors later extended this 
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system to include a variety of semantic features such as N-gram, walk subsequence, and predicate argument 

structure (PAS) and achieved 3rd place in the BioNLP ST ‘11 GE task [75]. 

Distant supervision, heuristically labeling an unlabeled or partially labeled corpus, has also emerged as a 

method to enhance extraction performance [76]. This data integration method was first applied to IE in the 

biological domain in a 1999 study in which it was referred to as relational learning and was utilized as a 

means to alleviate the time-consuming and tedious process of hand labeling training data [16]. The resulting 

heuristically labeled sentences are called ‘weakly’ labeled training examples and can be processed by a ML 

method such as a Naïve Bayes text classifier to learn accurate IE routines. Informative unlabeled samples 

have also been identified through an uncertainty sampling-based method of active learning (USAL) by 

using an SVM trained on lexical features. Active learning is a type of ML that automatically selects the 

most informative examples for annotation and training in order to reduce annotation effort while 

maintaining accuracy of the training information [77]. In one experiment which was designed to study the 

effectiveness of USAL in a PPI extraction system, annotation effort and training time was significantly 

reduced with only a slight loss in performance [66].   

3.2.6.5 Methods to Identify Negation in REL 

An often overlooked method for increasing the efficiency of machine learning algorithms is the inclusion 

of ‘tricky’ negation instances in the training set. Such sentences are those which include multiple non-

interacting entities of interest, for example non-interacting proteins (NIPS). In addition to assisting the 

training of ML algorithms [78], NIPS are also important for assessing the false positive rates of protein and 

protein domain interaction detection efforts [79]. For this reason, Negatome and Negatome 2.0 were created 

by manual curation of literature and analysis of three-dimensional protein structures to identify and 

catalogue proteins and protein domains which are unlikely to engage in physical interaction [80]. The 

biomedical text mining sub-domain of medical informatics which is concerned with clinical reports and 

electronic medical health record data has produced an algorithm called ConText which can determine 

negation, experiencer, and temporal status from clinical reports [81]. This algorithm was derived from the 

NegEx algorithm which used regular expressions to identify the scope of trigger terms which are indicative 

of negation [82].   

3.3 APPLICATIONS 

3.3.1 Network Generation / Pathway Mining 

 Automatic construction of biological networks through text mining methods can significantly increase our 

understanding of systems biology. Exploring this information can lead to the discovery of implicit 
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information on entity interactions, disease relations, and novel drug application and development. There 

has been a significant amount of work done in automated biological network construction including 

PubGene [58], ONDEX [83], iHOP [84], and BioGraph [85]. Many studies in this field attempt to connect 

the dots in generated networks to assist in hypothesis generation. Clustering methods attempt to identify 

similarity between documents and is utilized by systems such as GenoMesh [86], CoCiter [87], and Biblio-

MetReS [88]. Biblio-MetReS constructs co-occurrence networks for genes, GO processes, and pathways 

by analyzing co-occurrence at the levels of document, paragraph, and sentence and then computing mutual 

information. 

Storytelling attempts to  similar regions of interest within dissimilar documents [89]. The concept of 

storytelling is based on the complementary but disjoint (CBD) strategy which proposes that two separate 

arguments (from two different papers) can be combined to lead to new insights [89]. An example of such 

methods is the identification of a document path from migraine to magnesium [90]. Early publications on 

CBD utilized co-occurrence based text-mining, but these methods have since been amended to include 

specific scoring functions [91] and weighted vector space models [92].  

3.4 SUMMARY 
We conclude that future research will revert to further improving the core concepts of text mining workflow. 

While the creation and application of feasible systems should remain a priority, the biomedical text mining 

community may be jumping ahead of itself by relaxing research in fundamental areas. Error in individual 

modules of text mining algorithms are sequentially propagated throughout the entire workflow and can 

have profound effects on output data. An advance in any text mining core task could have drastic 

consequences on overall system performances.  

Biomedical text mining is a rapidly evolving field whose achievements are felt throughout the scientific 

community. Recent research has produced systems that enable scientists to locate relevant information with 

speed and ease. The focus of the field has recently shifted towards construction systems with feasible 

applications such as database curation assistance and large-scale network generation. These studies have 

exemplified the utility of existing systems through novel applications. The appearance of community tasks 

and availability of annotated datasets in recent years has enabled researchers to directly compare system 

performances to identify state of the art methods. The importance of text mining has reached even the US 

government which increased the president’s budget request for the NLM in 2013 specifically to address 

challenges in collecting, organizing, analyzing, and disseminating the deluge of biomedical scientific 

research.  



16 
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4.1 ABSTRACT 

4.1.1 Background 

Biomedical relation extraction aims to identify protein-protein interactions (PPIs) in biomedical texts. 

While early work in the field focused on the extraction of binary relations, current systems have shifted 

focus to complex event extraction by capturing additional information regarding relations such as direction 

and type. Outside of interaction discovery and curation assistance there has been little real-world application 

of biomedical text mining systems.  

4.1.2 Results 

We describe UPSITE, a text mining tool for extracting evidence to provide textual support for interaction 

hypotheses. Given a pair of proteins which are predicted to interact, UPSITE analyzes over 23 million 

PubMed abstracts using information retrieval and a binary relation detector to ensure that the queried 

interaction is novel. UPSITE then retrieves and analyzes relevant documents separately for each of the 

given proteins, and extracts contextual information surrounding biological events in which either of the 

query proteins is a participant. Semantic similarity of contextual information is calculated to provide further 

evidential support for interaction. Relation extraction performance was tested on the HPRD50 corpus and 

it achieved an F-score of .88. The angular distance metric for determining semantic similarity was found to 

be statistically valid with ‌ πȢππρ. 

4.1.3 Conclusions 

With the development of PPI prediction algorithms, the burden of interpreting the validity and importance 

of novel PPIs is on biologists. Presenting complete annotations of the two proteins in a PPI side-by-side 

lessens the burden of manual work to some extent. Here, with UPSITE, we present a literature based score 

of similarity between the two proteins involved in the PPI.  

4.2 INTRODUCTION 
Protein-protein interactions (PPIs) play an important role in the understanding of human biology. By 

analyzing PPIs and their interaction networks, researchers can unravel the molecular mechanisms of disease 

progression [17]. Discovery and exploration of such interactions is fundamental to biological, 
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pharmaceutical, and medical research [77][93]. The BioGRID interaction database currently contains 

19,595 unique proteins and 185,112 non-redundant human PPIs [94]. Current studies have estimated the 

total size of the human interactome to be ~650,000 interactions, leaving an estimated 500,000 undiscovered 

interaction pairs [95]. 

Wet-lab discovery of all individual interactions is unrealistic using current detection methods. High-

throughput techniques such as yeast two-hybrid (Y2H) are plagued by high false-negative and high false-

positive rates of up to 70% [96][97]. High confidence methods  such as co-immunoprecipitation have low-

throughput, and are of significantly high cost in terms of time, effort, and money [98][99]. Computational 

discovery of the interactome has thus become a priority in bioinformatics as a method to guide biology 

research. Supervised learning for PPI prediction utilizes information on known PPIs to produce manageable 

subsets of plausible interactions. A number of supervised machine learning algorithms have been applied 

to PPI prediction including support vector machines [100], decision tree [101], Bayes classifier [102], 

kernel-based [103], and random forest based methods [104]. These approaches analyze patterns in known 

biological information to infer high-confidence interactions. Prediction methods are commonly placed into 

six categories based on input data including protein sequence, protein structure, genomic context, 

homology, experimental profiles, and literature-derived associations [105]. The computational and 

statistical mechanisms of supervised learning algorithms are well understood by machine learning 

specialists, but wet-lab researchers often have difficulty accepting output as valid indication that an 

interaction is likely to occur. Justification of predicted PPIs is thus paradoxically tasked to the wet-lab 

researcher who must locate relevant information in the scientific literature.     

Our collective knowledge of protein function and pathways is scattered somewhere among 23 million 

articles in PubMed [106]. The number of articles continues to grow at the rate of 2 documents per minute 

[107], and it has become increasingly difficult for scientists to locate and distill relevant information [108].  

Information collation through manual literature search has thus become a bottleneck in the process of 

scientific discovery [109]. The field of text mining has had a recent focus on the analysis of biomedical 

literature with the intent to enable scientists to harness the information available within PubMed. Many 

different approaches have been developed to extract information regarding PPIs. Such approaches include 

machine learning systems as well as empirical rule-based information extraction systems [110]. Complex 

events are typed n-ary associations of entities or other events that are characterized by an event trigger 

(typically a verb indicating an action) and one or more event participants [36]. Event participants can be 

either named-entities or other events and play specific roles in the event such as Theme or Cause. 
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Specifically, complex event extraction extends binary relation extraction by identification of additional 

information about a given relation including direction, interaction type, binding site, and argument nesting 

[111]. Automated text mining efforts have been evaluated at the PubMed scale. The Turku Event Extraction 

algorithm (TEEs) developed by Bjourne et al. achieved state-of-the-art performance of 50.06% recall, 

59.48% precision, and 54.37% F-score on the BioNLP ‘09 dataset [19][112]. It was approximately 

generalizable for large-scale application. When applied at the PubMed scale, TEEs extracted 21.3 million 

detailed bio-molecular events including protein-protein interactions [113]. 

Various approaches have been studied to apply biomedical text-mining to PPI prediction. In general, these 

methods are similar to non-text mining PPI prediction approaches in that they use data on known 

interactions to generate interaction hypotheses. Binary relation extraction has been utilized to generate 

interaction networks and uncover interactions hidden in free-text. Such methods are promising because they 

expand coverage of the known proteome [105] and can significantly accelerate PPI database curation efforts 

[114][115]. The topology of automated interaction networks generated through text-mining can be 

exploited for use in interaction prediction [57]. Network models based on the co-occurrence of proteins 

within sentences, abstracts, or articles have been found to reflect functionally relevant relationships [116]. 

Analysis of co-occurrence networks has shown that proteins and genes co-mentioned in the same article 

can reasonably be assumed to be related in some way [117][118].  Co-occurrence analysis has also been 

applied to connect proteins to diseases, biological processes, phenotypes, chemicals and key words found 

in articles [91][117]. Hidden and unknown biological associations can be predicted with high confidence 

using co-occurrence based methods. The degree of co-occurrence can be quantified to eliminate statistically 

weak associations and increase prediction accuracy [118][105].  

If we assume that A and C are both related to B, A and C may also share a direct relationship. Hidden 

relationships can be confirmed by mining the literature for shared concepts that support association between 

A and C [60]. This method of network analysis has been applied to PPI prediction in various ways. Even if 

two proteins do not have an explicitly defined relationship in the literature, a functional relationship can be 

extrapolated by connecting both proteins to an overlapping set of intermediate concepts (B1-Bn). 

Intermediate concepts are often designated to be the neighbors of A and C in an interaction network graph, 

but studies have shown success in linking proteins through intermediate concepts such as disease [119], 

keywords [120], biological processes [103], orthology [121], and user-defined biological terms [119]. 

Novel relationships have been extracted from the literature in this way and confirmed to have biological 

relevance [91][122]. It has been shown that concepts shared in A-B and B-C relationships can be located 
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in the literature an average of 6.5 years in advance of the first explicit appearance of an established A-C 

relationship [60]. This time lag serves as an indication of the potential to which text-mining aided PPI 

prediction can accelerate wet-lab discoveries.  

PPI networks can be organized using triplet representation where the proteins are nodes and verbs are edges 

between nodes. Verbs are important to mined interaction networks because they are a syntactical 

requirement for expressing relations. Cohen et al. showed that alterations in the argument structure of verbs 

and their nominalizations are both common and exceptionally diverse throughout subdomains of 

biomedicine [123]. Hierarchical clustering of verb sub-categorization throughout the scientific literature 

has been shown to form stable clusters that represent various biomedical sub-domains [124]. Small pockets 

of specialized behavior in verb subcategorization have been noted in addition to many cases of specific 

usage within a single subdomain [125].  

There has been little research on the application of text mining algorithms to extract information that 

supports a PPI hypothesis as opposed to extracting factual information that is directly reported in literature. 

Here, we present UPSITE, a text mining algorithm to assist in validating interaction hypotheses. Given a 

protein pair (A and C) that is hypothesized to be an interacting pair, UPSITE examines the scientific 

literature and extracts sentence level information which assists in human interpretation of the interaction 

plausibility. Complex event extraction is used to identify the mutual concepts of A-B and C-B where mutual 

concepts are event triggers extracted from the triplet representation of mined interactions. Event triggers 

are used as mutual concepts due to their high level of importance to interaction identification as well as 

their ability to accurately segregate biomedical subdomains (Figure 1). UPSITE can be used to identify 

direct as well as indirect information that supports known or predicted interactions, respectively.  

4.3 METHODS 
We have developed UPSITE, a text mining tool for validating interaction hypotheses. The UPSITE pipeline 

consists of three main steps: 1. relation extraction; 2. complex event extraction; and 3. semantic similarity. 

In this section, we provide a detailed description of the UPSITE workflow. Input to UPSITE is a pair of 

proteins (also called a query pair) which have been predicted to interact. UPSITE is designed to enable the 

exploration of the relationship between the proteins in the query pair. 

4.3.1 Information Retrieval 

Query expansion refers to the process of reformulating a seed query to improve information retrieval (IR). 

Queries and synonyms are normalized by removing non-alphanumeric characters. Query expansion is then 
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performed using a synonym database constructed from the gene symbols contained within 6 genomic and 

proteomic databases by Chen and Sharp [126]. The expanded query is used to construct an Entrez URL-

query according to the NCBI Entrez Programming Utilities documentation [127]. PubMed abstracts are 

obtained in XML format through Entrez esearch and efetch.  

4.3.2 Relation Extraction 

Relation extraction refers to the natural language processing (NLP) techniques that identify a semantic 

relationship between terms. UPSITE is designed to identify both explicit and implicit PPIs. A sentence 

contains a relationship of interest if it describes or infers any influence or biologically relevant correlation 

between queried proteins. This definition is relaxed from that of an explicit interaction in order to increase 

recall of extracted sentences. Unlike conventional binary relation extraction systems which focus on 

extracting explicit interactions, UPSITE extracts any sentences that are potentially useful in verifying an 

interaction. Predicted interactions are not likely to be described in the current scientific literature. We thus 

focus on identification of sentences that support interaction plausibility.   

We choose single sentences as our unit of analysis [128]. Only sentences containing co-occurrence of the 

query proteins are further processed. Queries and their synonyms are normalized by removing all non-

alphanumeric characters. Filtering is performed by running a case-insensitive search for the normalized 

queries and their synonyms. Sentences that do not contain both proteins are disregarded. Prior to the relation 

detection phase, parentheses and parenthetical contents that do not contain proteins are discarded. Query 

proteins are blinded and replaced with ‘Protein1’ and ‘Protein2’. 

Our method of relation detection involves two scoring modules which assign scores according to 

empirically determined rules. We will refer to the scoring systems as ‘scoring system 1’ and ‘scoring system 

2’, reflecting their order in the program flow. The remaining sentences are part-of-speech (POS) tagged 

with the NLTK POS tagger [129]. Scoring system 1 extracts sentence features according to a rule-based, 

template matching system. Features were selected by conducting a review of the current text mining 

literature. The score assigned to each attribute was determined by its frequency of occurrence in a dataset 

of 200 randomly chosen sentences from the BioCreative II PPI dataset [10]. Trigger word lists were 

generated by curation of verbs indicative of stimulation, conclusion, or inhibition. A sample of individual 

attributes and their respective scores can be found in Table 1. 

Positively scored sentences from the scoring system 1 are then passed to scoring system 2 which makes 

further use of NLP to decide the final sentence rankings. While scores from module 1 indicate the presence 
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of a biological relation (syntax), scoring system 2 deciphers whether or not the query terms are involved in 

the relation (semantics).  A parse tree is an ordered, rooted tree that represents the syntactic structure of a 

sentence [130]. A statistical parser trained on a Penn Treebank probabilistic context-free grammar was used 

to generate parse trees using the Cocke–Younger–Kasami (CYK) parsing algorithm [131]. The parse tree 

is traversed using preorder traversal (depth-first search) to create an ordered list of simple declarative 

clauses, verb phrases, noun phrases, query terms, and their location indices. Sentences are then assigned 

scores based on relative location of query terms and their verb phrase verbs (VVP). A flowchart of UPSITE 

relation extraction can be found in Figure 2. 

The tag for a noun phrase in a parse tree is NP and the tag for the noun of a noun phrase is NN (Noun, 

singular or mass), NNS (Noun, plural), NNP (Proper noun, singular), or NNPS (Proper noun, plural). Figure 

3 highlights the importance of the noun phrase in detecting inferred interactions. In Figure 3, the noun 

phrase “the expression of LATS2 and MDM2, hTERT and MDM2” contains both of the proteins of interest 

(MDM2 and hTERT) within a single complex noun phrase (indicated by NX). Preorder traversal of the 

parse tree is able to locate this close relationship between these two proteins. Similarly, an example verb 

phrase describing an interaction between thrombin and cd69 is, “Thrombin induces tcr cross-linking for 

cd69 expression and interleukin 2 production”. Sentences containing relevant noun phrases and verb 

phrases are weighted +20. UPSITE outputs the top ten highest scoring sentences.  

4.3.3 Complex Event Extraction 

Given a pair of proteins (protein-A and protein-B), if they are not known to interact, an explicit statement 

of interaction is unlikely to occur in published literature. The relation detection module of UPSITE attempts 

to extract sentences implying or speculating interaction, but this method is limited to the sentence as a unit 

of analysis. We hypothesize that this barrier can be broken through directed collation of relevant biological 

knowledge across PubMed. To test this hypothesis, we have developed a method to generate support for 

undocumented PPIs by analyzing textual descriptions of known interactions relevant to the query proteins. 

The queried pair is first split into its constituent proteins. Each query protein is separately processed through 

the event extraction module. UPSITE’s information retrieval module was modified to retrieve abstracts 

relevant to a single protein and its synonyms. Retrieved abstracts are then processed by the TEES complex 

event extraction algorithm. The TEES code is open source and freely available. We modified the TEES 

code to enable bulk processing of retrieved abstracts. Processing is completed using the GE11 training 

model which was developed for the BioNLP’11 shared task [19]. The output of TEES is a set of interaction 

XML files containing complex events and their respective trigger words. UPSITE parses the interaction 
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XML files and generates a list of trigger words. Word lists include triggers for all interactions in the set of 

retrieved abstracts relevant to a given query protein. Following generation of trigger word lists, a distance 

metric is computed to measure their similarity. A flowchart of UPSITE semantic similarity can be found in 

Figure 4. 

4.3.4 Semantic similarity 

Semantic similarity of trigger word lists is measured by cosine similarity. To obtain this measurement, a 

document-term matrix is formed using tf-idf vectorization as a function of cell counts. Cosine similarity is 

obtained using the linear kernel Ὧύȟύ ύϽύ which is equivalent to the cosine similarity measure 

ὧέί —  
 Ͻ 

ᴁ ᴁ Ͻ 
 [132]. The cosine measurement is then converted to angular distance for ease of 

interpretability by first converting to radians, then converting to degrees. 

4.4 RESULTS  

4.4.1 Textual relationship validation 

The HPRD50 corpus was used to benchmark the performance of UPSITE relation extraction. Although 

UPSITE differs from standard PPI binary relation detection algorithms in that it has been optimized to 

detect implied rather than plainly expressed interactions, we felt that a comparison to current methods 

would still be a useful indication of system performance. The HPRD50 dataset was developed by Fundel 

et al. as a test set for the RelEx relation extraction system [133]. It contains sentences from 50 abstracts 

referenced by the Human Protein Reference Database (HPRD)[134] and includes 145 annotated 

interactions [135]. We chose the HPRD50 dataset because it defines explicit interactions (e.g. direct 

physical interactions) in addition to implicit interactions (e.g. regulatory relations and modifications) [133]. 

To optimize performance against this dataset, UPSITE’s rule-based scoring system was used to generate 

feature vectors for a support vector machine (SVM). Individual features were weighted according to the 

respective scores assigned in UPSITE’s scoring module. The SVM algorithm was implemented using the 

Python library Scikit-learn [136]. UPSITE achieved 0.88 F-score, 0.94 precision, and 0.83 recall. The 

performance of UPSITE was compared to a similar algorithm (RelEx) as well as a baseline standard of 

sentence level co-occurrence. UPSITE demonstrated a 10% increase in F-score as compared to RelEx and 

39.6% increase as compared to baseline co-occurrence. Performance comparison can be seen in Table 2. 

UPSITE was then tested against the BIONLP shared task 09’ corpus. This test set included protein 

interactions which were manually curated from the abstracts of PubMed articles and is available online. We 

manually analyzed results on 200 interactions and achieved .803 recall, .901 precision, and .849 F-score. 
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4.4.2 Cosine Similarity and Complex Event Extraction 

Complex event extraction was performed by the TEES algorithm. The extraction performance of TEES has 

been extensively evaluated on the BioNLP Shared Tasks and it was the winning system of ST’09 achieving 

58.28 precision, 46.73 recall, and 51.96 F-score. TEES has since been updated to TEES 2.2 and shown to 

achieve state-of-the-art results in ST’11 with F-score 54.37, precision 59.48, and recall 50.06 [113]. 

Although not used in this experiment, further modification of the TEES system using feature selection has 

pushed its performance to an F-score of 57.24 [137].  

50 protein pairs known to interact (known) and 50 randomly assigned protein pairs (random) were used to 

analyze performance and usefulness of the angular distance metric for trigger word lists. Average angular 

distance of known and random pairs was measured as a function of the number of papers parsed. Figure 5 

shows the results of this analysis. Both known and unknown pairs were shown to closely follow a 

logarithmic regression with respective coefficients of determination of 0.9865 and 0.9633. A two-sample 

Analysis of Variance (ANOVA) revealed an F-statistic of 1.284 and p-value of 0.34. Thus, the observed 

variances are not statistically different. A two-tailed, two-sample t-test assuming unequal variances 

revealed a p-value of 0.002024 and T-statistic of -3.4677. Because the observed means were not 

significantly different, we conclude that the angular distance metric is statistically valid at ‌ πȢππυ. 

ANOVA and T-test can be found in tables 3 and 4. 

4.5 DISCUSSION  
We have created UPSITE, a text mining algorithm for validating predicted protein-protein interactions. 

Input to UPSITE is a pair of proteins or a list of protein pairs. UPSITE assists determination of interaction 

plausibility by extracting relevant textual data from the PubMed corpus. This algorithm was designed to 

address the gap between discovering a PPI computationally and choosing to validate it experimentally. 

While PPI prediction algorithms have the potential to accelerate wet-lab research, many biologists remain 

apprehensive about their use. This lack of confidence is not surprising given the cost of resources that are 

to be invested in studying a PPI in the lab. UPSITE fills this information-void by providing textual evidence 

to support interaction hypotheses.  

While previous studies have established the usefulness of semantic similarity in characterizing biological 

relationships, the input data have been manually curated from scientific literature or extracted from pre-

existing databases [138][139]. We have shown that useful input data for comparing semantic similarity of 

proteins can be automatically extracted from free text to accurately classify protein relationships. UPSITE 
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can perform directed semantic similarity by selectively extracting trigger words for inclusion in the vector 

space model and calculating angular distance between query vectors.  

The performance of relationship extraction and semantic similarity is restricted by the amount of descriptive 

information contained in the scientific literature. Yu et al found that the majority (83%) of currently known 

human PPIs have been cited only once [140]. Biomedical text mining is thus often faced with a large amount 

of data sparsity. This is especially an issue when dealing with predicted interactions because they are highly 

unlikely to have been previously verified in the literature. In small scale testing (100 protein pairs), we 

found single sentence relation extraction to provide useful validation evidence in 43% of test cases. 

However, cosine similarity was able to provide useful validation evidence in 95% of test cases. These data 

suggest that restriction of relation extraction to only co-occurrence sentences may constrain system 

performance.  

In future work, we hope that the methods described in this paper can be expanded upon by further 

harnessing complex event extraction to improve directed semantic similarity. Complex event extraction 

methods have been developed for the mining of various data types including interaction location, pathway, 

and relatedness. This information could be integrated into UPSITE to improve directed semantic similarity. 

Furthermore, future research should implement and compare performance of various similarity metrics 

including the Jaccard Index, Euclidean distance and latent semantic analysis.  

In sum, UPSITE is able to shorten the gap between computer prediction and wet-lab verification of 

interacting protein pairs by providing textual validation of PPI hypotheses. PPIs are fundamentally 

important to the human biological system and their discovery can have effects throughout biological, 

medical, and pharmaceutical research. We hope that UPSITE will help to drive the adoption of PPI 

prediction algorithms by increasing wet-lab researcher’s confidence in machine learning predictions.  
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4.7 TABLES 

4.7.1 Table 1 – Example scoring attributes of scoring module 1 

Score Attribute 

+3 Exact query term in sentence 

+5 First word is query term 

+20 First word is query term and indicator of stimulation in sentence 

+5 Second word is a verb 

+5 Method of testing for interaction is mentioned 

+5 Indicators of Stimulation 

+9  Indicators of Conclusion 

-3 Indicators of Failure 

-2 Long sentences (>30 words) 

+10 Protein complex is described (Protein1-Protein2) 

+5 Stimulation word in sentence 

4.7.2 Table 2 – Performance of Binary Relation Detection methods on HPRD50 corpus 

 Precision Recall F-score 

UPSITE 0.94 .0.83 0.88 

RELEX algorithm 0.80 0.80 0.80 

Co-occurrence 0.46 1 0.63 
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4.7.3 Table 3 – F-Test Two-Sample for Variances 

  Known 

Pairs 

Random 

Pairs 

Mean 77.60361 84.74163 

Variance 18.05295 14.05495 

Observations 12 12 

df 11 11 

F 1.284454  

P(F<=f) one-tail 0.342628  

F Critical one-tail 2.81793   

4.7.4 Table 4 – t-Test Two-Sample Assuming Unequal Variances 

  Known Pairs Random Pairs 

Mean 77.603612 84.741631 

Variance 18.052948 14.054954 

Observations 12 12 

Hypothesized Mean Difference 0  

df 22  

t Stat -4.363775  

P(T<=t) one-tail 0.0001241  

t Critical one-tail 1.7171444  

P(T<=t) two-tail 0.0002481  

t Critical two-tail    
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4.8 FIGURES 

4.8.1 Figure 1 – Measuring semantic similarity between proteins 

PPI networks can be organized using triplet representation where the proteins are nodes and verbs are 

edges between nodes. Measuring semantic similarity of proteins based on trigger words. Trigger words 

are mapped to a vector space model based on term occurrence frequency. Semantic relatedness is then 

computed as a function of cosine similarity. 
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4.8.2 Figure 2 – Relation exaction workflow 

 

 

  



 

 

 

36 

 

4.8.3 Figure 3 – Example of parse tree  

Parse tree is shown for the following sentence: “We also detected significant relative differences in the 

expression of LATS2, MDM2 and hTERT in different types of NSCLC.”  

 

4.8.4 Figure 4 – Semantic similarity workflow 
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4.8.5 Figure 5 – Comparison of average angular distance 

Comparison of average angular distance for 50 protein pairs known to interact (Blue) and 50 randomly 

assigned protein pairs (Red). Angular distance was measured as a function of the number of papers 

parsed by UPSITE to generate the given word lists.  
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